Project Overview
As part of our organization’s ongoing modernization and digitalization program, this Request for Proposal (RFP) aims to procure a comprehensive and scalable infrastructure solution to support current and future business needs. The demand from various internal entities for new servers, expanded storage, and improved service delivery continues to grow, requiring an infrastructure that is agile, resilient, and capable of rapid deployment.
This document outlines the technical requirements for the acquisition and implementation of a Hyper-Converged Infrastructure (HCI), Network-Attached Storage (NAS) solution, network switching equipment, and VMware licensing. The proposed infrastructure will be deployed in one of our data centers and is intended to enhance our operational capacity, improve performance, and ensure high availability for critical applications and services.
The technical specifications detailed herein define the minimum capabilities, standards, and features expected from bidders. Suppliers are required to provide solutions that comply fully with these requirements while ensuring compatibility, scalability, ease of management, and alignment with industry best practices.

Hyper-Converged HCI Solution 
1. System Overview
The proposed solution shall be a scalable, fully integrated hyper-converged infrastructure (HCI) platform that consolidates compute, storage, and virtualization into a unified VMware-based architecture. The system must be built on VMware vSAN to ensure consistency and interoperability across the organization’s data centers, enabling a truly heterogeneous yet unified environment. It shall natively integrate with VMware vSphere and VMware vCenter to provide centralized management, streamlined operations, and simplified lifecycle management, while supporting VMware NSX for advanced network virtualization and security. The solution must deliver high availability through features such as stretched clusters, fault domains, and policy-based storage management, while ensuring non-disruptive scalability to meet evolving capacity and performance requirements.  
2. Node Specifications
Each hyper-converged deployment shall consist of four (4) nodes, and each node must meet or exceed the following minimum technical specifications:
2.1. Processors: 
Dual high-performance CPUs with a minimum of 28 cores / 56 threads per processor, suitable for virtualization and intensive workloads. 
The system should support newer CPU generations:
· Intel Xeon Scalable Processors (e.g., Gold or Platinum)
OR
· AMD EPYC Processors (e.g., EPYC 7543, 7713P)

2.2. Memory (RAM):
A minimum of 2 TB RAM per node, using high-speed, enterprise-grade memory modules such as:
· LRDIMM (Load-Reduced DIMM)
· RDIMM (Registered DIMM)
· DDR4 or DDR5 ECC Memory Modules, depending on platform compatibility
· 3200MT/s  4800MT/s or higher frequency for optimal data throughput
Memory should be designed for data center workloads, offering features such as:
· Error Correction Code (ECC) for enhanced reliability
· Dual-Rank or higher density to optimize memory population
· Low-latency access for virtualization and high I/O applications
· Energy-efficient modules for optimized power consumption
2.3. Virtual Storage Drives:
Each node must be equipped with enterprise-class SSDs optimized for virtualized storage environments, meeting the following criteria: 
· Minimum 23 TB raw capacity per node, based on installed SSDs
· Read-Intensive classification, with an endurance rating of ≥1 DWPD (Drive Writes Per Day)
· Hot-pluggable drives to ensure easy maintenance and high availability
· Fully compatible with software-defined storage (SDS) platforms and hyper-converged storage layers
· Must deliver sufficient IOPS and throughput to support diverse virtualized workloads, including databases, virtual desktops, and application servers
2.4. RAID & OS Drive Redundancy:
Each node must include local OS storage redundancy using a dedicated RAID controller or boot-optimized subsystem (e.g., BOSS card or equivalent), with the following configuration:
· M.2 NVMEs 960Gb, configured in RAID 1 to ensure operating system protection
· Designed to support fast recovery, minimize downtime, and maintain high availability of the management/control plane
· Drives must be enterprise-grade, offerinfleetg stability and performance under continuous operation
· The RAID configuration must be independent from the main data storage to isolate OS functions and enhance system reliability
2.5. Networking:
Minimum of 1 x Quad-Port 10/25GbE Network Interface Card (NIC) with SFP28 or equivalent ports.
· Fully licensed and enabled
· Support for link aggregation, failover, and virtualization overlays (e.g., VXLAN)
· Compatibility with SDN and modern data center fabrics
Minimum 2 x 1Gb Ports to handle management, vMotion and DMZ connections.
2.6. Virtualization Software:
Each proposed HCI node must be pre-installed with or fully compatible with VMware vSphere Enterprise Plus.:
The proposed VMware licensing must include, at minimum, the following advanced enterprise features:
· VMware vSphere Foundation – VVF or higher
Provides the most comprehensive edition of VMware vSphere, including advanced features for performance, scalability, security, and resource management. It must support large-scale enterprise workloads and integration with vCenter for centralized administration.
· vMotion / Live Migration
Must allow the seamless live migration of running virtual machines between physical hosts without downtime, ensuring continuous availability of applications and minimal disruption during maintenance or load balancing.
· High Availability (HA)
Must provide automated failover for virtual machines in the event of host or hardware failure, minimizing downtime and ensuring critical business applications remain available.
· Distributed Resource Scheduler (DRS)
Must intelligently balance and allocate computing resources across the cluster by automatically migrating virtual machines using vMotion, optimizing performance and preventing resource contention.
· Support and Subscription Term (Minimum 3 Years)
The solution must include at least three (3) years of VMware Support and Subscription (SnS), covering software updates, patches, security fixes, and direct vendor technical support to ensure stability, security, and ongoing compatibility with VMware’s product roadmap.
2.7. Power Supply:
Each node must include redundant, hot-plug, high-efficiency power supply units, e.g., 1100W or higher, and support:
· Automatic failover
· Power load balancing
· Energy efficiency (80 PLUS Platinum or Titanium certification)



STORAGE SOLUTION 
3. System Overview
NAS storage solution shall be an enterprise-grade hybrid system designed to deliver high availability, performance, and scalability across diverse workloads including file services, virtualized environments, backups, archiving, and both structured and unstructured data storage. It must function as an extension to the organization’s existing NAS at the main site, with mandatory integration into the current Dell EMC environment, enabling replication of designated file systems using the existing NAS storage replication feature. The solution shall incorporate efficient data management capabilities such as tiering, deduplication, compression, and snapshots, while ensuring strong security through encryption in transit and at rest, role-based access control, and integration with enterprise authentication services. It must support a scale-out architecture for non-disruptive expansion of capacity and performance, natively support industry-standard protocols including NFS v3/v4.1, SMB3, and S3-compatible object access, and provide documented APIs to guarantee seamless integration with management and monitoring tools. Bidders may propose Dell EMC PowerScale or an equivalent solution; however, any equivalent offering must demonstrate full functional compatibility with the existing environment in terms of authentication, replication, data migration tools, and management APIs. To ensure compliance, the procuring entity will define pass/fail acceptance tests, and bidders must agree to participate in and support onsite interoperability testing as part of the acceptance process.
4. Storage Capacity:
4.1. Initial Raw Capacity:
Minimum of 240 TB raw capacity, support RAID6 or similar dual parity protection for fault tolerance and high data integrity.
4.2. Scalability:
System must support non-disruptive expansion up to 1.5 PB usable capacity, without requiring changes to the:
· Base system model
· Controller architecture
4.3. Storage Architecture & Media:
· Hybrid setup, utilizing a combination of high-capacity HDDs and enterprise SSDs to balance capacity and performance.
· [bookmark: _GoBack]Features such as automatic tiering, caching, compression, and deduplication are recommended to optimize storage efficiency.
· Must support high-throughput and low-latency workloads including virtualization, backup, and file services.
4.4. Network Interfaces:
· Minimum 2 x 100GbE (QSFP28) ports for backend or storage-to-storage communication (e.g., expansion, interconnects, or replication)
· Minimum 2 x 25GbE (SFP28) ports for front-end client/data access and host connectivity
· Two switches with minimum 32 x 100Gb QSFP28 ports for back-end connectivity between nodes.
· Network interfaces must support:
· Redundancy and failover mechanisms
· Link aggregation (LACP or equivalent)
· VLAN tagging and Quality of Service (QoS) configuration
· Optical transceivers may be provided optionally or bundled depending on the deployment requirements and design
· Two Network switches: minimum 48 x 25Gb SFP28 ports and 4 x 100Gb ports.
All switches must support ONIE (Open Network Install Environment) to enable open, vendor-neutral installation of network operating systems and ensure flexibility, interoperability, and future scalability.

